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Deep Probabilistic Learning

My team and I in the Machine Learning 
lab would like to make computers learn so 
much about the world, so rapidly and
flexibly, as humans.
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AI systems that can acquire
human-like communication and
reasoning capabilities, with the
ability to recognise new
situations and adapt to them.

The third wave of AI
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Data are now ubiquitous; there is great value from under-
standing this data, learning models and making predictions

However, data and learning are only two pieces in the AI puzzle
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Deep Neural Networks
Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

They “capture” stereotypes  from human language
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The Moral Choice Machine

But lucky they also “capture” 
our moral choices
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SVHN SEMEIONMNIST

Train & Evaluate Transfer Testing
[Bradshaw et al. arXiv:1707.02476 2017]

DNNs often have no probabilistic
semantics. They are not 
calibrated joint distributions.

[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UAI 2019]
Input log „likelihood“ (sum over outputs)
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P(Y|X) ≠ P(Y,X)

Many DNNs cannot
distinguish the

datasets
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Getting deep systems that
know when they do not know

and, hence, recognise new
situations and adapt to them

The third wave of
differentiable programming
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This results in Sum-Product
Networks, a deep probabilistic
learning framework

Computational graph
(kind of TensorFlow
graphs) that encodes
how to compute
probabilities

Inference is linear in size of network
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SPFlow: An Easy and Extensible Library 
for Sum-Product Networks [Molina, Vergari, Stelzner, Peharz, 

Subramani, Poupart, Di Mauro, 
Kersting 2019]

Domain Specific Language, 
Inference, EM, and Model 
Selection as well as 
Compilation of SPNs into TF 
and PyTorch and also into flat, 
library-free code even suitable 
for running on devices: 
C/C++,GPU, FPGA

https://github.com/SPFlow/SPFlow

[Poon, Domingos UAI’11; Molina, Natarajan, Kersting AAAI’17; Vergari, Peharz, Di Mauro, Molina, Kersting, Esposito AAAI ’18; 
Molina, Vergari, Di Mauro, Esposito, Natarajan, Kersting AAAI ‘18]
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Random sum-product networks
[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UAI 2019]
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SPNs can distinguish the
datasets

Build a random SPN 
structure. This can be 
done in an informed 
way or completely at 
random

SPNs can have
similar predictive
performances as

(simple) DNNs
SPNs know when they do 

not know by design
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The Automatic Data Scientist
[Vergari, Molina, Peharz, Ghahramani, Kersting, Valera AAAI 2019]

We can even 
automatically 
discovers the 
statistical types and 
parametric forms of 
the variables

outlier

missing
value

Bayesian Type Discovery Mixed Sum-Product Network Automatic Statistician
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That is, the machine understands the data 
with few expert input …

…and can compile data reports automatically

Völker: “DeepNotebooks –

Interactive data analysis

using Sum-Product 

Networks.“ MSc Thesis, 

TU Darmstadt, 2018

Exploring the Titanic dataset

This report describes the dataset Titanic and contains
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Unsupervised scene understanding

Consider e.g. unsupervised
scene understanding using
a generative model

[Attend-Infer-Repeat (AIR) model, Hinton et al. NIPS 2016]

[Stelzner, Peharz, Kersting ICML 2019]

Replace VAE by SPN 
as object model
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Getting deep
systems that reason
and know what they

don’t know

Teso, Kersting AIES 2019
„Tell the AI when it is
right for the wrong
reasons and it adapts
ist behavior“

Responsible AI 
systems that explain
their decisions and
co-evolve with the

humans

Open AI systems
that are easy to

realize and
understandable for
the domain experts
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Lake, Salakhutdinov, Tenenbaum, Science 350 (6266), 1332-1338, 2015

Tenenbaum, Kemp, Griffiths, Goodman, Science 331 (6022), 1279-1285, 2011

The twin science: cognitive science
"How do we humans get so much from so little?" and by that 

I mean how do we acquire our understanding of the world 
given what is clearly by today's engineering standards so little 
data, so little time, and so little energy.

Josh Tenenbaum, MIT

Human algorithms teaches AI a lot
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