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The dream of an artificially
Intelligent entity is not new
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The dream of an artificially
intelligent entity i not new

“Jintelligence‘ (Al). In"ordento.prove the

% impossibility of thinking machines, Leibniz

‘é imagines of a machine from whose structure
29l certain thoughts, sensations, perceptions
'_emerge“ __ Gero von Randow, ZEIT 44/2016




Al tOday
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Al today

THE ECONOMIC IMPRCT OF

ARTIFICIAL INTELLIGENCE
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Al Impact driven by researchers
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So, Al has many faces
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But, what
exactly is Al?



Humans are
considered
to be smart

https://www.youtube.com/watch?v=
XQ79UUI0eWc



https://www.youtube.com/watch?v=XQ79UUIOeWc

The
Definition of Al

,,the science and engineering of
making intelligent machines,
especially intelligent computer

programs.

It is related to the similar task of
using computers to understand

human intelligence, but Al does

not have to confine itself to

methods that are biologically
observable.*

- John McCarthy, Stanford (1956),
coined the term Al, Turing Awardee




Learning Thinking

Al = Algorithms for ...

Behaviour jaElellgle




Machine
Learning

the science "concerned with
the question of how to
construct computer programs
that automatically improve with

experience” .
- Tom Mitchell (1997) CMU § &
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a form of machine
learning that makes
use of artificial
neural networks

Geoffrey Hinton Yann LeCun Yoshua Bengio

Google Facebook (USA) Univ. Montreal (CAN)  Turing Awardees 2019
Univ. Toronto (CAN)




Overall Picture

Deep Machine Artificial

Learning Learning Intelligence




Three levels

Computational

Of descripticn Why do things work the = maximize:
way they work? Whatis R =r,_, +7r

r+1 t+2

g bl Y
the goal of the

VISION computation? What are

the unifying principles?

Algorithmic

What represetation can

implement such
DevidiMar computations? How does D)
the choice of the
representation determine
the algorithm

1982

Implementational » ad oL
How can such a system  # @#r i i St i
be built in hardware? R

How can neurons carry
out the computations?

slide after C. Rothkopf (TUD)



And this all started
as early as 1956
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1956 Birth of Al

A Proposal for the

DARTMOUTH SUMMER RESEARCH PROJECT ON ARTIFICIAL INTELLIGENCE

We propose that a 2 month, 10 man study of artificial intelligence be
carried out during the summer of 1956 at Dartmouth College in Hanover, New
Hampshire. The study is to proceed on the basis of the conjecture that every
aspect of learning or any other feature of intelligence can in principle be so pre-

cisely described that a machine can be made to simulate it. An attempt will be

made to find how to make machines use language, form abstractions and concepts,

solve kinds of problems now reserved for humans, and improve themselves. We

think that a significant advance can be made in one or more of these problems if

a carefully selected group of scientists work on it together for a summer.

Turing Award 1971

Marvin Minsky
Turing Award 1969

Allen Newell
Turing Award 1975

Herbert A. Simon
Turing Award 1975
Nobel Prize 1978

... and of
Cognitive Science



Artificial Neural Networks

COGNITIVE SCIENCE 14, 179-211 (1990)

Learning representations Finding Structure in Time

by back-propagating errors COGNITIVE SCIENCE 9, 147-169 (1985)
JEFFREY L. ELMAN
University of California, San Diego

David E. Rumelhart*, Geoffrey E. Hintont
& Ronald J. Williams*

A Learning Algorithm for
Boltzmann Machines*

* Institute for Cognitive Science, C-015, University of California,
San Diego, La Jolla, California 92093, USA

t Department of Computer Science, Carnegie-Mellon University,
Pittsburgh, Philadelphia 15213, USA

DAVID H. ACKLEY
GEOFFREY E. HINTON

Computer Science Department
Carnegie-Mellon University

TERRENCE J. SEJNOWSKI

Biophysics Department
The Johns Hopkins University

(B:iotl)%giéailiu
_n{,__{r}exci) Biol. Cybernetics 36, 193-202 (1980)

Neocognitron: A Self-organizing Neural Network Model
for a Mechanism of Pattern Recognition
Unaffected by Shift in Position

Kunihiko Fukushima

NHK Broadcasting Science Research Laboratories, Kinuta, Setagaya, Tokyo, Japan

Pyychological Review

Copyrght 1981 by the Amercan Pyychological Assocmtion, Inc
1981, Vol 83, No 2, 135170 i)

13.295X /%1 /8802013530075

Toward a Modern Theory of Adaptive Networks:
Expectation and Prediction

Psychological Review
Vol. 6S, No. 6, 1958
THE PERCEPTRON: A PROBABILISTIC MODEL FOR

\§ " T ; T N Richard S. Sutton and Andrew G. Barto
INFORMATION S'II‘SR?IC_;IE, ‘SEI‘\)H\?,RGA:\ IZATION (!;mgulcr and Information Science Dc;:arlmcm

University of Massachusetts—Ambherst
F. ROSENBLATT

Cornell Aeronautical Laboralory




Artificial Neural Networks

COGNITIVE SCIENCE [ &, 179-211 (1990)

Learning representations FiNdlng Structure in Time

by back-propagating errors , 147-169 (1985)
JEFFREY L. ELMAN

University of California, San Diego

David E. Rumelhart*, Geoffrey E. Hintont
& Ronald J. Williams*

°-015, University of California,
a O, 2, Cd a 92093, USA

t Department of Computer Science, Carnegie-Mellon University,
Pittsburgh, Philadelphia 15213, USA

Biological
Cybernetics

A Learning Algorithm for
Boltzmann Machines*

RO, Ld

DAVID H. ACKLEY
GEOFFREY E. HINTON

Computer Science Department
Carnegie-Mellon University

TERRENCE J. SEJNOWSKI

Biophysics Department
The Johns Hopkins University

Biol. Cybernetics 36, 193-202 (1980)

Neocognitron: A Self-organizing Neural Network Model
for a Mechanism of Pattern Recognition
Unaffected by Shift in Position

Kunihiko Fukushima

NHK Broadcasting Science Research Laboratories, Kinuta, Setagaya, Tokyo, Japar

Copyrght 1981 by the Amercan Pyychological Assocmtion, Inc

Py cal Review
ychologic 00313.295X /81 /8802.01135300.75

19581, Vol 88 No 2, 135170

Toward a Modern Theory of Adaptive Networks:
Expectation and Prediction

Psychological Review
Vol. 6S, No. 6, 1958

THE PERCEPTRON: A PROBABILISTIC MODEL FOR

IF T ; \f NT7 Richard S. Sutton and Andrew G. Barto
INFORMATION S’I;QR?EE g!r\{l'\)II\?FGAI\ IZATION C!:mgutcr and Information Science Dc;:ar(mcm

University of Massachusetts—Ambherst
F. ROSENBLATT

Cornell Aeronautical Laboralory

slide after C. Rothkopf (TUD), after J.Tenenbaum (MIT)



Algorithms of intelligent behaviour
teach us a lot about ourselves

TR ITTIING FORRRRE TN 1 = =

The twin science: cognitive science

"How do we humans get so much from so little?" and by that
| mean how do we acquire our understanding of the world
given what is clearly by today's engineering standards so little
data, so little time, and so Ilttle energy.

Josh Tenenbaum, MIT

Centre for Cognitive Science at TU Darmstadt

\ Establishing cognitive science at the Technische Universitat Darmstadt is a long-term commitment across
multiple departments (see Members to get an impression on the interdisciplinary of the supporting groups m
and departments). The TU offers a strong foundation including several established top engineering groups in

Germany, a prominent computer science department (which is among the top four in Germany), a

Lake, Salakhutdinov, Tenenbaum, Science 350 (6266), 1332-1338, 2015
Tenenbaum, Kemp, Griffiths, Goodman, Science 331 (6022), 1279-1285, 2011




Well-established scientific discipline with
International societies, selective venues, and
networks

- INTERNATIONAL
// mﬂeﬁrot?:mﬁdallntelligence A IJ CAI HC CONFERENCE

NeurPs  CVPR ISWC  prrmemees

Thirty-second Conference on Neural Information SCIENCE AND SYSTEMS IIY
Processing Systems

ICML

... among others
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What’s dlfferent B R
now than it #1 models are blgger
used to be? #2 we have more data

“#3 we have meore compute power

#4 the systems. actually work for several tasks-




Al can learn to manipulate objects
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OpenAl: https://www.youtube.com/watch?v=x40O8pojMFQOw



https://www.youtube.com/watch?v=x4O8pojMF0w

NATUTCINSIGHT

Potentlally much more powerful than shallow
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436—444, 2015]

Neural Networks ..
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NATUICINSIGHT
MACHIN

Potentlally much more powerful than shallow
architectures, represent computations

[LeCun, Bengio, Hinton Nature 521, 436—444, 2015] Fashion MNIST

92.50
90.00
87.50

85.00
82.50

P
VGG
Accuracy

80.00
77.50

eses RCLU. .I-‘-).l)“
72.50

*+ Tanh* 90.60
svss  Swish® 90.00

.- Leaky ReLU' 89.40
83.80

LeNet
Accuracy

87.60
87.00
86.40

E2E-Learning Activation Functions ESE| B[
[Molina, Schramowski, Kersting arxiv:1901.03704 2019]

https://qithub. com/rhl-research/pau



https://github.com/ml-research/pau

......

Deep NerINetwk

NATUICINSIGHT

Potentially much more powerful than shallow
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436—444, 2015]

They “develop intuition” about complicated
biological processes and generate scientific data

[Schramowski, Brugger, Mahlein, Kersting 2019] ﬂ;lsunde.s aaaaa i



NATUICINSIGHT

Potentially much more powerful than shallow
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436—444, 2015]

1.0 0.8
%)
© 20.7
: Ny
be O 5 30.6 [
< " - [
- 405 §
a |§ |=== Gradient Descent 2
(o) — 2 LCV 0.4 —— FWNet as attention layer
b= ---- Gradient Descent (ADAM)
0 1000 2000 1 5 9 13
Step Epoch PoVLk Uy, k1 V1, kH

They “invent” constrained optimizers DePhenSe

ﬂ? Bundesanstalt fiir
Landwirtschaft und Ernéhrung

[Schramowski, Bauckhage, Kersting arXiv:1803.04300, 2018]
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Deep Neural Networks

NATUTCINSIGHT

Potentially much more powerful than shallow
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436—444, 2015]

Meta-Learning Runge-Kutta van der Pole problems
interval steps erTor AT Baseline err | partial | grad
Baseline Optimizer Baseline Optimizer

1 47.15 1208 0026415  0.085082 et

3 157.58 53.42 0.023223 0.081219 ~

5 268.03 096.48 0.025230 0.091109 £ 0.000833

7 378.42 139.69 0.026177 0.094129 |

10 344.05 204.51 0.024858 0.094562 000G 70 100 10 40 70 100 10 40 70 100 10 40 70 100

They can learn to integrate DePhenSe

ﬂ% Bundesanstalt fiir
Landwirtschaft und Ernéhrung

[Jentzsch, Schramowski, Kersting to be submitted 2019]
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Deep Neural Networks

NATUTCINSIGHT

Potentially much more powerful than shallow
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436—444, 2015]
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o | £ ’(\/.p)-us) - r '—vlﬁ*w > " Vv lichess.org
iy ) 0 ; 00 ' > ¢ —
® xc;;x?:‘hm nlo  (2) Train the neural network ole ' ' o ® m:"";?f::?:m? (5) Connect it 10 lichess.org B
v
C\ Combne e neur work
with Morme-Carlo Tree Search

They can beat the world champion in CrazyHouse

[Czech, Willig, Beyer, Kersting, FUrnkranz arXiv:1908.06660 2019 ]



Al has many
Isolated talents




Fundamental Differences

<« Prvoveing Atm Volume 27, haue Y8, pIRIT- I8 0l 29 September 2017 Nasl Al »

Humans, but Not Deep Neural Networks, Often Miss Giant Targets in
Scenes

3 Erei A

as of today



Fundamental Differences

+.007 x

“panda” “nematode” “gibbon™
57.7% confidence 8.2% confidence 99.3 % confidence

Google, 2015

REPORTS PSYCHOLOGY

Semantics derived automatically from language
corpora contain human-like biases

Aylin Caliskan'-", Joanna J. Bryson'", Arvind Narayanan'’
+ See all authors and affiliations

Science 14 ;'\"2' 2017
Vol 356, Issue 6334, pp. 183-186
DO 10.1126/science aal4230

Brown et al. (2017)



The Quest for
a ,good” Al

How could an Al programmed
by humans, with no more
moral expertise than us,
recognize (at least some of)
our own civilization’s ethics as
moral progress as opposed to
mere moral instability? '

,1 he Ethics of Artificial ‘
Intelligence® Cambridge |

\
“’l
-
-

Handbook of Artificial -
Intelligence, 2011 -b' /‘

Nick Bostrom

Eliezer Yudkowsky

MACHINE INTELLIGENCE
RESEARCH INSTITUTE




= n [Jentzsch, Schramowski, Rothkopf,
The Moral Choice Machine s aes 20 p
Not all stereotypes are bad B S

Generate embedding for new
question ,,Should | ... ?“

Sotry to heet that what sre your syrmploms?

,»Yes, | should“ ,No, | should not"
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[ Embedding of ] Embedding of

leg

Calculate Calculate
cosine similarity cosine similarity

N

Report most
similar asnwer




The Moral Choice Machine
Not all stereotypes are bad

https://www.arte.tv/de/videos/RC-017847/helena-die-kuenstliche-intelligenz/
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DNNs often have no probabilistic

semantics._ They are not P(YlX) ¥ P(Y,X)

calibrated joint distributions.

MNIST

392L\9562x/ 8
§9/A5000 64
70 6636370
3779460 (g2
293493981 12¢
/Qgd 65737
3 19/58§08Y
S&2LEEE S 8899
3704 +¢354+3
19670 062 23 :

Train & Evaluate Transfer Testing

[Bradshaw et al. arXiv:1707.02476 2017]
— MNIST
: SVHN

o 107 SEMEION

2 M Many DNNs cannot

S ad

z u u u
8 o distinguish the
s datasets
—-100 0 100 200
Input log ,likelihood® (sum over outputs)
[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UAI 2019] | * Gonference on Uncertainty in Aviia Inteligence
5% UNIVERSITY OF = 5o, July 22 - 25, 2019

<» CAMBRIDGE Kkl (|

\ 4
UniversiTat 9.¢ UBER Al Labs L) uai2019

DARMSTADT



The third wave of
differentiable programming

Getting deep systems that
know when they do not know
and, hence, recognise new
situations and adapt to them




This results in Sum-Product
Networks, a deep probabilistic

learning framework
B i

Darwiche
UCLA

Computational graph
(kind of TensorFlow
graphs) that encodes
how to compute
probabilities

Inference is linear in size of network



[Poon, Domingos UAI'11; Molina, Natarajan, Kersting AAAI'17; Vergari, Peharz, Di Mauro, Molina, Kersting, Esposito AAAI '18;
Molina, Vergari, Di Mauro, Esposito, Natarajan, Kersting AAAI 18]

FLED SPFlow: An Easy and Extensible Library
®W for Sum-Product Networks [0/ Ve Stelzner Penar

; UNIVERSITAT
' DARMSTADT

UNIVERSITA m UNIVERSITY OF Kersting 2019]
DSBS RARE @Y WATERLOO . MADESI
5 UNIVERSITYOF N\ 7" VECTOR

Federal Minist
¥ CAMBRIDGE \  INSTITUTE kG ® ‘ of Educstion

and Research

2 1995 comemets Vv 2 Branches 0 rvleases AL @ cominb

Rranch master » New pull reguest Creste rew e Upiced fles Find *le m
https://github.com/SPFlow/SPFlow

rom spn.structure.leaves.parametric.Parametric import Categorical - 'f' L
- Domain Specific Language,
rom spn,.structure.Base import Sum, Product
rom spn.structure.base import assign_ids, rebuild_scopes_bottom_up Inference, EM, and MOdeI
Selecti |
p@ = Product(children=|Categorical(p=[0.3, 9.7], scope=1), Categoricall(p=(0.4, 0.6], scope=2)]) e ec .Ion. as We as .
:; :Lr‘:?t:ct(mj'lga:}.‘?oncal(, [?p;: sl?]), scope=1), Categorical(p=[0.6, @.4), scope=2)]) Compllatlon Of SPNS Into TF
2 = P children=| 1 [6.2, 0.8], scope=d@), ] -
5 o e teateor a2, ocen, e, e 0, en AN PYTOrch and also into flat,
p4 = Product(children=[p3, Categorical(p=[0.4, 9.6], pe=2)]) . .
library-free code even suitable
FRAeA1s Ao ot om. e for running on devices:

o C/C++,GPU, FPGA

SPFow, an open-source Python fbrary providing a simple interface to nference, learning and manipulation routines for
deep and tractable probabilistic models caled Sum-Product Networks (SPNs). The fbrary aliows one to quickly create SPNs
both from data and through a doman specfic language (DSL). it efficiently implemaents several probabilstic inderence

sn.tman llia casvna. titon sanssn'.snles sscndpsnale sed lavasscioatro snast sesanbhabla svalasnat s NINT A dlace wish sascealw



Random sum-product networks

[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UAI 2019]

<574 TECHNISCHE . —— )
UNIVERSITAT Conference on Uncertainty in Artificial Intelligence

g))/? DARMSTADT Tel Aviy, Israel

UNI July 22 - 25, 2019 uai2019

s - Build a random SPN
- S =23 | structure. This can be
ool ol o Ji> done in an informed
EARNEAEY FAREARY CARIEARS cAraEdES  random

(X X NG X EXNG XX XS I X NG (XX ) [N} (X3 Xa) (X3} (X X:) (X (XXX X ) (XX

RAT-SPN MLP  vMLP - .
MNIST ~ 98.19 9832 98.09 10—3 . MNIST \b -7 ’7 b O Utl |e I’S
2 FmNsT 53%551;4) (9%)-6841M) géslM) SVHN q / ? q rotot es
5 ; / ; -4
Do B30 GR0 GR0 £ 10 SEMEION PIORP
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=g O
= o C
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=] -
=] o¢
E

D

=hg <L
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g a7M) 0.82M)  (0.22M) ' (@) Ut| lers
Z FMNIST 03525 02965 0325 10-6
3 0.65M)  (0.82M) (0.29M)
08_‘ 20.NG 16954 16180  1.6263 . p rOtO ty p es

e (2M) (02240 —200000 —150000 —100000 —50000 0
input log likelihood

SPNs can have

i dicti
similar predictive SPNs know when they do

performances as SPNs can distinguish the

(simple) DNNs not know by design

datasets




Unsupervised physics learning ¢ m

Y¢' DARMSTADT

[Kossen, Stelzner, Hussing, Voelcker, Kersting arXiv:1910.02425 2019]

putting
structure and
tractable
Inference Into
deep models
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However, there are not
enough data scientists,
statisticians, machine

learning and Al experts

Provide the foundations, algorithms, and
tools to develop systems that ease and

support building ML/Al models as much
as possible and in turn help reproducing
and hopfeully even justifying our results




Data collection
Deployment and preparation
Mind the

Continuous? Discrete?

LA data science et i

How to report results? IOO p Multinomial? Gaussian?
What is interesting? Poisson? ...




Federal Ministry

[Vergari, Molina, Peharz, Ghahramani, Kersting, Valera AAAI 2019] ey DFG MADESI % ‘ grflg(:?uecsaete;?cnh

The Automatlc Daa Scientist

i i i, M A X* AY A" A
. ~ B
X 4 X: ElE
X X '
missing . o
value -

We can even
automatically
discovers the

statistical types and
parametric forms of
the variables

//7;/ Z > E%“ .51‘7-‘ TECHNISCHE
( Intelll nt SENE /=) UNIVERSITAT ‘;"f'
N ge Sy «))‘é DARMSTADT

AAALTY:
Thlrty Thlrd AAAI Conference on
- A . I o . —

Exponential (Exp): 25.00%

- Gaussian (N): 37.790%
» Out”er s Gamma (1Y) 25.000°%
. 0.1 | Gaussian (N): 12.50'%
-2 0 2x1 6 8 10

o w Gamma (I'): 62.50%
_ 04 >N Gaussian (N): 12.50%
* |“_ e Gamma (I"): 25.00%
a2 AT

.
)

d l..I)J

Bayesian Type Discovery

L]

Mixed Sum-Product Network  Automatic Statistician



That is, the machine understands the data
with few expert input ...

...and can compile data reports automatically




2B UNIVERSITY OF

S jcrosoft YL
4% CAMBRIDGE "Research 37% UBER Al Labs
478 UBER Al Labs
Statistical Relational
U N I Artificial Intelligence
Logic, Probability,
and Computation
A TECHNISCHE David Poke
UNIVERSITAT
DARMSTADT

Responsible Al Open Al systems
systems that explain that are easy to
their decisions and realize and
co-evolve with the understandable for
humans the domain experts

Getting deep
systems that reason
and know what they

don’t know

Toll the Al wh -.- Teso, Kersting AIES 2019
nl€ the when It IS - ‘o= ® AAAI /| ACM conference on
right for the wrong sy 0000 .tg’xx. ARTIFICIAL INTELLIGENCE,

reasons and it adapts I B o b e b e e ETHICS; AND SOCIETY

(p = 0.24) and “Labrador” (p = 0.21) o o
ist behavior” v




Making Clever Hans Clever

Co-adaptive ML:

* human is changing computer behavior

 human adapts his or her data and goals
In response to what is learned

[Teso, Kersting AIES 2019 and ongoing research] ::g.f*

AAAI /| ACM conference on
ARTIFICIAL INTELLIGENCE,
ETHICS, AND SOCIETY



The future of Al s
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The third wave of Al &5 SRttt

1
CEXT ¢
sOferTes

Data are now ubiquitous; there is great value from under-
standing this data, building models and making predictions

However, data is not everything

Al systems that can acquire
human-like communication and

reasoning capabilities, with the
ability to recognise new

situations and adapt to them.




Meeting this grand challenge
IS a team sport !




And this is Al!
Thanks to all students of the Sti" a IOt to be

Research Training Group "Atrtificial

Intelligence - Factg, Chances, Ri.sks“ —_ g d O ne ! It is a
of the German National Academic ———

Scholarship Foundation. Special

thanks to Maike Elisa Muller and * " team s po rt'
Jannik Kossen for taking the lead "

and to Matthias Kleiner, president

of the Leibniz Association, for his
preface

Kristian Kersting - Christoph Lampert
Constantin Rothkopf Hrsg.
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