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The dream of an artificially 
intelligent entity is not new

Talos, an ancient mythical
automaton with artificial intelligence



Leibniz „philosophises about `artificial
intelligence‘ (AI). In order to prove the
impossibility of thinking machines, Leibniz 
imagines of `a machine from whose structure
certain thoughts, sensations, perceptions
emerge“ — Gero von Randow, ZEIT  44/2016

The dream of an artificially 
intelligent entity is not new



AI today



AI today



AI Impact driven by researchers

Geoffrey Hinton
Turing Awardee
DeepMind, U. Toronto

Vector Institute

Yann LeCun
Turing Awardee
NYU, Facebook

Yoshua Bengio
Turing Awardee
Element.AI
Univ. Montreal

Zoubin Ghahramani

Cambridge, Uber

Manuela Veloso
Former AAAI President

CMU, JPMorgan

Pedro Domginos

UW, DE Shaw

Charles Elkan
UCSD, Goldman Sachs

… and many more examples



Downfall of 
humanity… AI is the saviour of

the world?

So, AI has many faces

Saviour of
the world



But, what
exactly is AI?

Ill
us

tra
tio

n 
N

an
in

a 
Fö

hr



Humans are
considered
to be smart

https://www.youtube.com/watch?v=
XQ79UUIOeWc

https://www.youtube.com/watch?v=XQ79UUIOeWc


„the science and engineering of
making intelligent machines, 
especially intelligent computer
programs. 

It is related to the similar task of
using computers to understand
human intelligence, but AI does
not have to confine itself to
methods that are biologically
observable.“

- John McCarthy, Stanford (1956),
coined the term AI, Turing Awardee

The 
Definition of AI



Learning Thinking Planning

Vision Behaviour Reading



Machine 
Learning

the science "concerned with 
the question of how to 
construct computer programs 
that automatically improve with 
experience”
- Tom Mitchell (1997) CMU



Deep 
Learning a form of machine

learning that makes
use of artificial
neural networks

Geoffrey Hinton
Google
Univ. Toronto (CAN)

Yann LeCun
Facebook (USA)

Yoshua Bengio
Univ. Montreal (CAN) Turing Awardees 2019



Computer Science

Artificial
Intelligence

Machine 
Learning

Deep
Learning

Overall Picture



slide after C. Rothkopf (TUD)

Computational
Why do things work the
way they work? What is
the goal of the
computation? What are
the unifying principles?

Algorithmic
What represetation can
implement such 
computations? How does
the choice of the
representation determine
the algorithm

Implementational
How can such a system
be built in hardware? 
How can neurons carry 
out the computations?

1982

Three levels
of description



And this all started
as early as 1956



1956 Birth of AI
John McCarthy
Turing Award 1971

Marvin Minsky
Turing Award 1969

Allen Newell
Turing Award 1975

Herbert A. Simon
Turing Award 1975
Nobel Prize 1978

… and of
Cognitive Science



Artificial Neural Networks



slide after C. Rothkopf (TUD), after J.Tenenbaum (MIT)

Artificial Neural Networks



Lake, Salakhutdinov, Tenenbaum, Science 350 (6266), 1332-1338, 2015

Tenenbaum, Kemp, Griffiths, Goodman, Science 331 (6022), 1279-1285, 2011

The twin science: cognitive science
"How do we humans get so much from so little?" and by that 

I mean how do we acquire our understanding of the world 
given what is clearly by today's engineering standards so little 
data, so little time, and so little energy.

Josh Tenenbaum, MIT

Algorithms of intelligent behaviour
teach us a lot about ourselves



Well-established scientific discipline with
international societies, selective venues, and
networks

… among others



#1  models are bigger
#2  we have more data

#3  we have more compute power 
#4  the systems actually work for several tasks

What’s different 
now than it 
used to be?



OpenAI: https://www.youtube.com/watch?v=x4O8pojMF0w

AI can learn to manipulate objects

https://www.youtube.com/watch?v=x4O8pojMF0w


Deep Neural Networks
Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

Neuron

Differentiable Programming



Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

[Molina, Schramowski, Kersting arxiv:1901.03704 2019]

DePhenSe

Fashion MNIST

https://github.com/ml-research/pau

E2E-Learning Activation Functions

Deep Neural Networks

https://github.com/ml-research/pau


Deep Neural Networks
Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

[Schramowski, Brugger, Mahlein, Kersting  2019]
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They “develop intuition” about complicated 
biological processes and generate scientific data

DePhenSe



Deep Neural Networks
Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

[Schramowski, Bauckhage, Kersting arXiv:1803.04300, 2018]

They “invent” constrained optimizers DePhenSe



Deep Neural Networks
Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

[Jentzsch, Schramowski, Kersting to be submitted 2019]

They can learn to integrate DePhenSe

Meta-Learning Runge-Kutta van der Pole problems



Deep Neural Networks
Potentially much more powerful than shallow 
architectures, represent computations
[LeCun, Bengio, Hinton Nature 521, 436–444, 2015]

[Czech, Willig, Beyer, Kersting, Fürnkranz arXiv:1908.06660 2019 .]

They can beat the world champion in CrazyHouse



AI has many
isolated talents



Fundamental Differences

as of today



Google, 2015 

Sharif et al., 2015 

Brown et al. (2017)

Fundamental Differences



The Quest for
a „good“ AI
How could an AI programmed
by humans, with no more
moral expertise than us,
recognize (at least some of) 
our own civilization’s ethics as
moral progress as opposed to
mere moral instability?

Nick Bostrom Eliezer Yudkowsky„The Ethics of Artificial
Intelligence“ Cambridge 
Handbook of Artificial
Intelligence, 2011



The Moral Choice Machine
Not all stereotypes are bad

Generate embedding for new
question „Should I … ?“

Embedding of
„Yes, I should“

Embedding of
„No, I should not“

Calculate
cosine similarity

Calculate
cosine similarity

Report most
similar asnwer

[Jentzsch, Schramowski, Rothkopf, 
Kersting  AIES 2019]



https://www.arte.tv/de/videos/RC-017847/helena-die-kuenstliche-intelligenz/

The Moral Choice Machine
Not all stereotypes are bad



Can we trust deep neural networks?



SVHN SEMEIONMNIST

Train & Evaluate Transfer Testing
[Bradshaw et al. arXiv:1707.02476 2017]

DNNs often have no probabilistic
semantics. They are not 
calibrated joint distributions.

[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UAI 2019]
Input log „likelihood“ (sum over outputs)

fre
qu

en
cy

P(Y|X) ≠ P(Y,X)

Many DNNs cannot
distinguish the

datasets



Getting deep systems that
know when they do not know

and, hence, recognise new
situations and adapt to them

The third wave of
differentiable programming

Probabilities

Shallow

1970

Deep

2010

now



Adnan 
Darwiche

UCLA

Pedro 
Domingos

UW
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This results in Sum-Product
Networks, a deep probabilistic
learning framework

Computational graph
(kind of TensorFlow
graphs) that encodes
how to compute
probabilities

Inference is linear in size of network



SPFlow: An Easy and Extensible Library 
for Sum-Product Networks [Molina, Vergari, Stelzner, Peharz, 

Subramani, Poupart, Di Mauro, 
Kersting 2019]

Domain Specific Language, 
Inference, EM, and Model 
Selection as well as 
Compilation of SPNs into TF 
and PyTorch and also into flat, 
library-free code even suitable 
for running on devices: 
C/C++,GPU, FPGA

https://github.com/SPFlow/SPFlow

[Poon, Domingos UAI’11; Molina, Natarajan, Kersting AAAI’17; Vergari, Peharz, Di Mauro, Molina, Kersting, Esposito AAAI ’18; 
Molina, Vergari, Di Mauro, Esposito, Natarajan, Kersting AAAI ‘18]



Random sum-product networks
[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UAI 2019]

prototypes
outliers

prototypes
outliers

input log likelihood

fre
qu

en
cy

SPNs can distinguish the
datasets

Build a random SPN 
structure. This can be 
done in an informed 
way or completely at 
random

SPNs can have
similar predictive
performances as

(simple) DNNs
SPNs know when they do 

not know by design



Unsupervised physics learning
[Kossen, Stelzner, Hussing, Voelcker, Kersting arXiv:1910.02425 2019]

putting
structure and
tractable
inference into
deep models



However, there are not 
enough data scientists, 
statisticians, machine
learning and AI experts

Provide the foundations, algorithms, and
tools to develop systems that ease and
support building ML/AI models as much
as possible and in turn help reproducing
and hopfeully even justifying our results



Question

Data collection 
and preparation

MLDiscuss results

Deployment
Mind the

data science
loop Multinomial? Gaussian? 

Poisson? ...
How to report results? 

What is interesting?

Continuous? Discrete? 
Categorial? …Answer found?



The Automatic Data Scientist
[Vergari, Molina, Peharz, Ghahramani, Kersting, Valera AAAI 2019]

We can even 
automatically 
discovers the 
statistical types and 
parametric forms of 
the variables

outlier

missing
value

Bayesian Type Discovery Mixed Sum-Product Network Automatic Statistician



That is, the machine understands the data 
with few expert input …

…and can compile data reports automatically

[Voelcker, Molina, Neumann, 

Westermann, Kersting ADS 2019]

Exploring the Titanic dataset

This report describes the dataset Titanic and contains



Getting deep
systems that reason
and know what they

don’t know

Teso, Kersting AIES 2019
„Tell the AI when it is
right for the wrong
reasons and it adapts
ist behavior“

Responsible AI 
systems that explain
their decisions and
co-evolve with the

humans

Open AI systems
that are easy to

realize and
understandable for
the domain experts



Making Clever Hans Clever

[Teso, Kersting AIES 2019 and ongoing research]

Co-adaptive ML: 
• human is changing computer behavior
• human adapts his or her data and goals 

in response to what is learned



Data are now ubiquitous; there is great value from under-
standing this data, building models and making predictions

However, data is not everything

AI systems that can acquire
human-like communication and
reasoning capabilities, with the
ability to recognise new
situations and adapt to them.

Human-like

Handcrafted

1980

Learning

2010

next

The future of AI
The third wave of AI



Meeting this grand challenge 
is a team sport !



And this is AI! 
Still a lot to be 

done! It is a 
team sport. 
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