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Everyone should be able to  
turn data into insights, 

whether ML expert or not

Others and I have a dream
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This poses many deep and
fascinating questions

How can computers reason about and learn
with complex data? 

How can computers decide autonomously
which representation is best for the data? 

How can computers understand data with
minimal expert input?
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Today is the golden era of data
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Arms race to deeply 
understand data
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Bottom line: 
Take your data spreadsheet …

Features

O
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Probabilistic Graphical Models
Arithmetic Circuits

Gaussian Processes

Boosting

Autoencoder, 
Deep Learning and many more …

Interpretation

t

F (t)

f (t)

Weibull pdf and cdf:

f (t) = bctc-1e-btc

F(t) = 1 - e-btc

therefore:

f (t) = bctc-1 - bctc-1F(t)

thus:
• the Weibull implicitly encodes a subtractive growth process
• growth and decline are polynomial in t
• decline depends on F(t)

Diffusion Models

Distillation/LUPI

Big 
Model Small

Model

teaches

Features

O
bj

ec
ts

Big Data Matrix Factorization

Is it really that simple?

… and apply 
Data Science
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Research 
question

Data collection 
and preparation

MLDiscuss results

Deployment
Mind the

data science
loop Multinomial? Gaussian? 

Poisson? ...
How to report results? 

What is interesting?

Continuous? Discrete? 
Categorial? …Answer found?
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Kristian Kersting - Thinking Machine Learning

[Lu, Krishna, Bernstein, Fei-Fei „Visual Relationship Detection“ CVPR 2016]

Complex data networks abound

Actually, most data in the world
stored in relational DBs!
Examples not stored in a single table
but in a large graph with attributes!
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So yes, today is the golden era of data …
… for the best-trained, best-funded Machine 
Learning and Artificial Intelligence teams

We have to democratize AI, Machine 
Learning, and Data Science
We have to work on Systems AI, so that 
we know how to rapidly combine, deploy, 
and maintain algorithms
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Systems AI: the computational and mathematical 
modeling of complex AI systems.

Eric Schmidt, Executive Chairman, Alphabet Inc.: Just Say "Yes”, Stanford Graduate School of Business, 
May 2, 2017.https://www.youtube.com/watch?v=vbb-AjiXyh0. But also see e.g. Kordjamshidi, Roth, 
Kersting: “Systems AI: A Declarative Learning Based Programming Perspective.“ IJCAI-ECAI 2018.
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Part 1: For Systems AI we have to deeply 
understand data, knowledge and reasoning 
in a large number of forms

Part 2: For Systems AI we have to provide a 
set of tools for understanding data that 
require minimal expert input
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Part 1: For Systems AI we have to deeply 
understand data, knowledge and reasoning 
in a large number of forms

ScalingUncertainty

Databases/
Logic

Statistical 
AI/ML

De Raedt, Kersting, Natarajan, Poole: Statistical Relational Artificial Intelligence: Logic, Probability, and 
Computation. Morgan and Claypool Publishers, ISBN: 9781627058414, 2016.

increases the number of people 
who can successfully build AI/ML 
applications

make the AI/ML expert more 
effective

building general-purpose thinking 
and learning machines 

Crossover of Statistical AI/ML with data & 
programming abstractions
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Data and Feature 
Programming

(Un-)Structured 
Data Sources

External Databases

Data Tables

Declarative Probabilistic 
Programming and Learning

Statistical AI 
Knowledge Base

(data, weighted rules, loops and data structures)
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Graph Kernels
Diffusion Processes
Random Walks
Decision Trees
Frequent Itemsets
SVMs
Graphical Models
Topic Models
Gaussian Processes
Autoencoder
Matrix and Tensor
Factorization
Reinforcement Learning
…

[Ré et al. IEEE Data Eng. Bull.’14; Natarajan, Picado, Khot, Kersting, Ré, Shavlik ILP’14; Natarajan, Soni, Wazalwar, 
Viswanathan, Kersting Solving Large Scale Learning Tasks’16, Mladenov,  Heinrich, Kleinhans, Gonsior, Kersting DeLBP’16, …]

This establishes a novel “Deep AI”

Feature 
Rules

Symbolic-Numerical
Engine

Inference
Results

p

0.9

0.6

Feedback/AutoML
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[Circulation; 92(8), 2157-62, 1995; 
JACC; 43, 842-7, 2004]

Plaque in the left 
coronary artery

Atherosclerosis is the cause of the majority of 
Acute Myocardial Infarctions (heart attacks)

[Kersting, Driessens ICML´08; Karwath, Kersting, Landwehr ICDM´08; Natarajan, Joshi, Tadepelli, Kersting, Shavlik. IJCAI´11; 
Natarajan, Kersting, Ip, Jacobs, Carr IAAI `13; Yang, Kersting, Terry, Carr, Natarajan AIME ´15; Khot, Natarajan, Kersting, 
Shavlik ICDM´13, MLJ´12, MLJ´15]

Algorithm
for Mining Markov Logic 

Networks

Likelihood
The higher, the better

AUC-ROC
The higher, the better

AUC-PR
The higher, the better

Time
The lower, the better

Boosting 0.81 0.96 0.93 9s
LSM 0.73 0.54 0.62 93 hrs

Probability

Logical Variables 
(Abstraction) Rule/Database view

37200x
faster

11% 78% 50%

25%

The higher, 
the better

Natarajan, Khot, Kersting, Shavlik. Boosted Statistical Relational Learners. Springer Brief 2015 

Mining Electronic Health Records
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https://starling.utdallas.edu/software/boostsrl/wiki/

Human-in-the-loop learning



Kristian Kersting  - The Automatic Data Scientist

And connects well to database theory

Jim Gray Turing Award 1998

“Automated Programming” 
Mike Stonebraker Turing Award 2014 

“One size does not fit all” 
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… and cognitive science

Lake, Salakhutdinov, Tenenbaum, Science 350 (6266), 1332-1338, 2015
Tenenbaum, Kemp, Griffiths, Goodman, Science 331 (6022), 1279-1285, 2011

"How do we humans get so much from so little?" and by that I 
mean how do we acquire our understanding of the world 
given what is clearly by today's engineering standards so little 
data, so little time, and so little energy.

Josh Tenenbaum
“Bayesian Program Learning” 
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Let’s say we want to classify 
publications into scientific disciplines
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Support Vector Machines 
Cortes, Vapnik MLJ 20(3):273-297, 1995  
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Kersting, Mladenov, Tokmakov AIJ´17, Mladenov, Heinrich, Kleinhans, Gonsio, Kersting DeLBP´16

Relational Data and Program Abstractions

Support Vector Machines 
Cortes, Vapnik MLJ 20(3):273-297, 1995  

Write down SVM in „paper form.“ The machine compiles it into solver form.

Embedded within
Python s.t. loops and 
rules can be used
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But wait, publications are citing 
each other. OMG, I have to use 
graph kernels!

REALLY?
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Kersting, Mladenov, Tokmakov AIJ´17, Mladenov, Kleinhans, Kersting AAAI´17 

No, just add two lines of code!

Citing papers share topics

Write down SVM in „paper form.“ The machine compiles it into solver form.

No kernel, the structure is 
expressed within the constraints!
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Faster than traditional ML!
CORA entity resolution

3.
6%

6.
4%

the higher, the better
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Original SVM

Original SVM

37800

380x 
faster

the higher, 
the better

the lower, the 
better

On par with state-of-the-art (but specialized) 
models by just few lines of extra code

Exploit computational 
symmetries 
If exchanging two variables  
preserves optimality, group 
them together.

Big
Model

Run Solver Run Solver

Small
Model

automatically compressed

Grohe, Kersting, Mladenov, Selman ESA´14, Kersting, Mladenov, Tokmatov AIJ´17, Mladenov, Kleinhans, Kersting AAAI´17
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https://bitbucket.org/reloopdev/reloop

Embedded within Python
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Algebraic 
Decision Diagrams

Formulae parse 
trees

Matrix Free 
Optimization

( è ) +

New field: Symbolic-numerical AI
[Mladenov, Belle, Kersting AAAI´17, Kolb, Mladenov, Sanner, Belle, Kersting IJCAI ECAI´18]

Applies to QPs but here illustrated on MDPs for a factory agent which must paint two objects and connect them. The 
objects must be smoothed, shaped and polished and possibly drilled before painting, each of which actions require a 
number of tools which are possibly available. Various painting and connection methods are represented, each having an 
effect on the quality of the job, and each requiring tools. Rewards (required quality) range from 0 to 10 and a discounting 
factor of 0. 9 was used used

>4.8x faster
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This “Deep AI ” excites industry: 
LogicBlox, Apple and Uber are investing 
hundreds of millions of dollars
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And appears in Industrial Strength 
Solvers such as CPLEX and GUROBI
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Part 2: For Systems AI we have to provide a 
set of tools for understanding data that 
require minimal expert input
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Part 2: For Systems AI we have to provide a 
set of tools for understanding data that 
require minimal expert input

The Automatic Statistician
A system which explores an open-
ended space of statistical models
to discover a good explanation of
the data, and then produces a 
detailed report with figures and
natural-language text

Llyod, Duvenaud, Ghahramani
U. Cambridge

Grosse, Tenenbaum
MIT

No explorative data analysis yet!
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Part 2: For Systems AI we have to provide a 
set of tools for understanding data that 
require minimal expert input

Instead of starting with an empty notebook …
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Part 2: For Systems AI we have to provide a 
set of tools for understanding data that 
require minimal expert input

the machine automatically compiles one for you!
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Deep Neural Networks

Potentially much more powerful than shallow
architectures, represent computations [Bengio, 2009]

But …
§ Often no probabilistic semantics
§ Learning requires extensive efforts



Kristian Kersting  - The Automatic Data Scientist

Deep Neural Networks

Deep neural networks may not be faithful probabilistic models
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Can we borrow ideas from 
deep learning for probabilistic 
graphical models? 

Judea Pearl, UCLA
Turing Award 2012
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Adnan 
Darwiche
UCLA

Pedro 
Domingos

UW
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¾
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Deep Probabilistic Modelling
using Sum-Product Networks

Computational graph
(kind of TensorFlow
graphs) that encodes
how to compute
probabilities

Inference is Linear in Size of Network



Kristian Kersting  - The Automatic Data Scientist

Word
D

oc
um

en
ts

Clustering or 
Random splits

Word Counts

*

+ +

keep growing 
alternatingly * 
and + layers

[Poon, Domingos UAI’11; Molina, Natarajan, Kersting AAAI`17, Molina et al AAAI ‚18]

Testing independence of random 
variables using e.g. nonparametric 
tests

Greedy structure learning
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Random sum-product networks
[Peharz, Vergari, Molina, Stelzner, Trapp, Kersting, Ghahramani UDL@UAI 2018]
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[Molina, Natarajan, Vergari, Di Mauro, Esposito, Kersting AAAI 2018]

Use nonparametric 
independency tests 

and piece-wise linear 
approximations

Distribution-agnostic 
Deep Probabilistic Learning
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Distribution-agnostic 
Deep Probabilistic Learning

[Molina, Natarajan, Vergari, Di Mauro, Esposito, Kersting AAAI 2018]

However, we have to provide the 
statistical types and do not gain insights 
into the parametric forms of the variables. 
Are they Gaussians? Gammas? …

Use nonparametric 
independency tests 

and piece-wise linear 
approximations
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Automatic Bayesian Density Analysis
[Vergari, Molina, Peharz, Ghahramani, Kersting, Valera TPM@ICML 2018, AAAI 2019]

Bayesian discovery of
statistical types and
parametric forms of
variables

Type-agnostic deep
probabilistic learning+
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Automatic Bayesian Density Analysis
[Vergari, Molina, Peharz, Ghahramani, Kersting, Valera 2018 TPM@ICML 2018, AAAI 2019]

… can automatically discovers the statistical 
types and parametric forms of the variables
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Automatic Bayesian Density Analysis
[Vergari, Molina, Peharz, Ghahramani, Kersting, Valera 2018 TPM@ICML 2018, AAAI 2019]

… but also models its uncertainty about the 
statistical types and parametric forms, which  
can lead to better models
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The machine understands the data 
with few expert input …

…and can compile data reports automatically

Völker: “DeepNotebooks –

Interactive data analysis

using Sum-Product

Networks.“ MSc Thesis, 

TU Darmstadt, 2018

Exploring the Titanic dataset

This report describes the dataset Titanic and contains
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The machine understands the data 
with no expert input …

…and can compile data reports automatically

Explanation 

vector* 
(computable in 

linear time in the

sizre of the SPN) 

showing the
impact of
"gender" on the

chances of
survival for the

Titanic dataset

*[Baehrens, Schroeter, Harmeling, Kawanabe, Hansen, Müller JMLR 11:1803-1831, 2010]
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SPFlow: An Easy and Extensible Library 
for Sum-Product Networks   
[Molina, Vergari, Stelzner, Peharz, Di Mauro, Kersting 2018]

https://github.com/SPFlow/SPFlow

Compile SPNs into flat, library-free code 
even suitable for running on devices: 
C/C++,GPU, FPGA [Sommer et al ICDD 2018]
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PixelSPNs SPN AIR
[Stelzner, Peharz, Kersting 2018][Shao, Molina, Kersting 2018]

SPN
AIR
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Deep probabilistic programming
allows to make big steps towards
making data scientists easier

Data scientists do not have to
program notebooks from scratch
anymore; the machine can
program major parts of them

Still a lot to be done
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And it appears in 
industrial strength 
solvers such as 
CPLEX and GUROBI

RelationalAI, Apple, and 
Uber are investing 
hundreds of millions of 
US dollars

Thanks for your attention
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